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Highlights: 

• To identify the Kedang and 

Lamaholot languages using the Naïve 

Bayes method with TF-IDF features. 

• The model achieved 93% accuracy in 

classifying both languages. 

• The data is divided into 80% for 

training and 20% for testing. 

  

 

 

 

 

Abstract 
Language has an important role in human life. With language, humans can communicate 

and exchange ideas with each other. However, the diversity of ethnic groups in Indonesia means 
that Indonesia has a variety of regional languages, therefore regional languages can make it 
difficult to convey information and communication. This research aims to identify the Kedang 
language and the Lamaholot language in text form. Identification is carried out to find out the 
language of each region using computerized technology. This identification uses a classification 
technique using a method, namely NAIVE BAYES WITH TF-IDF FEATURES. This method is used to 
identify the language according to the text that has been entered and then calculate the accuracy 
value. The identified data is 2000 sentences, so it can be seen which methods are effective and 
can be used to identify language. The research results found that this method was quite effective 
in identifying Kedang language with an accuracy value of 0.93 or 93%. And Lamaholot language 
with an accuracy value of 0.93 or 93%. And there are 63 examples of Kedang language and 58 
examples of Lamaholot language 

Keywords: Regional Languange Classification, TF-IDF, Naïve Baye 

ECSITE 
Edutran Computer Science 
& Information Technology 

Vol. 3, No. 1 (2025) pp 1-10 
e-issn. 7289-2554 

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/


Edutran Computer science and Information Technology, Vol.3 No.1 (2025)   2    

 

 

 

1. Introduction 
Language serves as a vital component of regional culture, encapsulating the identity and 

distinctiveness of each ethnic group or community. In Indonesia, renowned for its rich ethnic and 

cultural diversity, over 700 regional languages are spoken across various regions. Among these, 

Kedang and Lamaholot are significant regional languages utilized by communities in the Flores 

Islands, located in East Nusa Tenggara. However, these languages remain relatively obscure outside 

their native-speaking areas, underscoring the necessity for enhanced efforts in their 

documentation and preservation[1], [2]. The preservation of such languages is crucial not only for 

maintaining cultural heritage but also for fostering inclusive communication within Indonesian 

society. 

Natural Language Processing (NLP) emerges as a pivotal discipline in the contemporary era, 

particularly concerning the preservation and promotion of less commonly spoken languages. Text 

classification is a primary application within NLP, designed to categorize written texts into 

predefined categories or labels. This technique possesses broad utility, ranging from language 

detection and document clustering to sentiment analysis[3]. As methods in text classification 

continue to advance, it becomes increasingly evident that applications specific to regional 

languages, like Kedang and Lamaholot, are essential to leverage digital technology for language 

preservation. The integration of NLP technologies can enhance the accessibility and recognition of 

these regional languages in digital spaces that dominate contemporary communication[4], [5]. 

The Naive Bayes algorithm serves as an effective method for text classification within the NLP 

realm. Known for its probabilistic approach, Naive Bayes is celebrated for its combination of 

efficiency and accuracy across various classification tasks, particularly in text data scenarios[6]. The 

algorithm evaluates the probability of a given document belonging to a specific category based on 

the presence of certain features, making it conducive for tasks involving linguistic data. By applying 

the Naive Bayes algorithm, researchers can facilitate the identification and classification of the 

Kedang and Lamaholot languages, thus sustaining linguistic diversity and contributing to the larger 

body of NLP literature that presently bears limited studies on regional languages[7], [8]. 

One foundational aspect of the Naive Bayes algorithm's effectiveness in text classification lies 

in feature extraction methods, specifically TF-IDF (Term Frequency-Inverse Document Frequency). 

The TF-IDF technique quantifies the importance of a word in a document relative to a collection of 

documents, gauging both the frequency of the term and its inverse frequency across the corpus[9]. 

This statistical measure is instrumental in distinguishing salient features from noise within text, 

thus enhancing the performance of classification models. When coupled with the Naive Bayes 

algorithm, the TF-IDF approach has yielded promising results across a myriad of classification 

applications, evidencing its robustness within diverse contexts[10], [11]. By harnessing these 

combined methodologies, researchers can create a sophisticated classification model capable of 

effectively discerning between texts written in Kedang and Lamaholot. 

In examining the potential outcomes of applying the Naive Bayes algorithm alongside TF-IDF 

for classifying Kedang and Lamaholot languages, the implications extend beyond merely creating a 

linguistic model. The anticipated classification model, rooted in well-researched methodologies, is 

aimed at preserving these regional languages while simultaneously lending support for the 

development of language-centric technologies tailored to their respective speaking communities. 

Enabling such technologies not only fosters communication but also enriches the cultural fabric of 

the region through the preservation of linguistic diversity. Furthermore, this endeavor contributes 

significantly to the academic discourse in NLP, illuminating the potential and challenges involved in 

working with underrepresented languages in the field of computational linguistics[12], [13]. 
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2. Methods  

This research was conducted through several main stages. The first stage is data collection, 

which consists of Kedang and Lamaholot language texts gathered from various sources such as 

books, articles, and interviews. Next, data preprocessing is performed to clean the text and 

prepare it for analysis. Then, feature extraction is carried out using the TF-IDF method, which aims 

to represent the text in a numeric form so that it can be processed by the model. After the features 

are extracted, the Naïve Bayes algorithm is applied to perform language classification[14], [15]. 

The final stage is model evaluation, where the system's performance is assessed using various 

evaluation metrics such as accuracy, precision, recall, F1-score, and confusion matrix. The 

research stages used in this study are shown in Figure 1 below.  

 

2.1 Data Collection 

Data collection in this study involved obtaining texts in Kedang and Lamaholot languages 

from various sources, such as books, articles, and interviews. Each document in the dataset was 

labeled according to the language used to facilitate the classification process. Overall, the dataset 

used consists of 1000 Kedang language documents and 1000 Lamaholot language documents. The 

data was then divided into two subsets: 80% for training data and 20% for test data. This division 

aims to ensure that the model can be trained with sufficient data and tested with representative 

data to assess its performance. Before being used in the analysis, the data was also reformatted 

to ensure consistency, including the removal of irrelevant symbols, elimination of extra spaces, 

and normalization of letters to lowercase to facilitate the processing by the classification 

algorithm[16]. 

 

2.1.1. Description of the Kedang and Lamaholot Language Dataset: 

The dataset used in this study consists of texts in Kedang and Lamaholot languages collected 

from various sources such as books, articles, and interviews. Each document is labeled according 

to the language used to facilitate the classification process. Overall, the dataset consists of 1000 

documents in Kedang and 1000 documents in Lamaholot. The data is distributed into two subsets: 

80% for the training data and 20% for the test data, allowing the model to be trained and tested 

optimally[17]. 

2.1.2 Text Data Processing 

The collected text data was reformatted to ensure consistency before being used in the 

analysis. This process includes the removal of irrelevant symbols such as punctuation marks, 

numbers, and other special characters. Additionally, double spaces that could cause 

inconsistencies in the data were removed. Finally, letter normalization was performed by 

converting all letters to lowercase to ensure the data has a uniform format, making it easier for 

the classification algorithms to process[18]. 

2.2 Preprocessing 

Data preprocessing in this study was conducted to ensure that the text used in the analysis 

is clean and ready for further processing. The text cleaning process involves three main steps. The 

first step is the removal of special characters such as punctuation marks, numbers, and irrelevant 

symbols, aiming to eliminate elements that do not carry meaningful information in the context of 

classification. The second step is the removal of common words, or stopwords, that do not 

contribute significantly to the analysis, such as "and," "or," and "with." Lastly, stemming is applied 

to convert words into their root form, for example, the word "berlari" is changed to "lari." After 

 

 

 

 

Figure 1.   

 Research Flow Chart 
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the cleaning process is complete, feature extraction is performed using the Term Frequency-

Inverse Document Frequency (TF-IDF) method. TF-IDF represents the text in numerical form by 

calculating the weight of each word based on its frequency in a specific document and how unique 

it is across the entire corpus[19]. This process gives higher weights to words that frequently 

appear in a particular document but are rare across other documents, making them more 

informative for the classification process. The resulting TF-IDF numerical representation is then 

used as input for the Naive Bayes algorithm to perform language classification. 

2.2.1 Text Cleaning Process 

The text cleaning process involves several key steps to ensure that the data is ready for 

analysis. The first step is the removal of special characters such as punctuation marks, numbers, 

and irrelevant symbols, which aims to eliminate elements that do not carry meaningful 

information in the context of classification. Next, common words, or stopwords, which do not 

contribute significantly to the analysis, such as "and," "or," and "with," are removed. Finally, 

stemming is applied to convert words into their root form, for example, the word "berlari" is 

changed to "lari." With these steps, the text data becomes cleaner and more informative for use 

in the classification model. 

2.2.2 Feature Extraction Using TF-IDF 

Feature extraction in this study is performed using the Term Frequency-Inverse Document 

Frequency (TF-IDF) method to represent the text in a numerical form. The TF-IDF method 

calculates the weight of each word based on its frequency of occurrence in a specific document 

and how unique that word is across the entire corpus. This process assigns higher weights to words 

that frequently appear in a particular document but are rare in other documents, making them 

more informative for the classification process. The resulting numerical representation from TF-

IDF is then used as input for the Naïve Bayes algorithm to perform language classification. 

2.3 Naïve Bayes Algorithm 

The application of the Naïve Bayes algorithm in this study is performed to classify texts in 

Kedang and Lamaholot languages. The process begins by splitting the dataset into two parts: 80% 

of the total dataset for training data and 20% for test data. The training data is used to train the 

model to understand patterns within the text, while the test data is used to evaluate the model's 

performance. After splitting the dataset, the extracted text features using the TF-IDF method are 

input into the Naïve Bayes algorithm. The model is trained by calculating the probability of words 

in each document based on the given language labels. Once the training process is complete, the 

model is tested using the test data to measure its performance in classifying text into Kedang and 

Lamaholot languages. This evaluation aims to ensure that the model can make accurate 

predictions on new, previously unseen data. The Naïve Bayes algorithm is a probabilistic 

classification method that uses Bayes' theorem, assuming that each feature is independent of 

each other. In this study, the Naïve Bayes algorithm is applied to classify text in Kedang and 

Lamaholot languages. The process involves the following steps: dataset splitting, feature 

extraction using the TF-IDF method, model training, and performance evaluation using test 

data[20]. 

Bayes' theorem is used as the foundation for probability calculations in the Naïve Bayes algorithm. 

The formula for Bayes' theorem is as follows: 

𝑃(𝐶|𝑋) =
𝑃(𝑋|𝐶) ⋅ 𝑃(𝐶)

𝑃(𝑋)
 

 

3. Results and Discussion (b) 

Results and discussion can be made as a whole that contains research findings and 

explanations. 
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3.1. Presenting the Results (b) 
 

3.1.1 Desired Model Accuracy 

 

(Figure 1) illustrates the relationship 

between the data split ratio used for 

training and testing and the 

classification model’s accuracy. In 

the graph, the X-axis (horizontal) 

represents the data split ratios for 

training and testing, ranging from 

10:90 to 90:10. This means that the 

higher the percentage of data used 

for training, the lower the 

percentage of data available for 

testing[21]. Meanwhile, the Y-axis (vertical) displays the model’s accuracy values corresponding 

to each split ratio. Based on the displayed results, it is evident that the model’s accuracy increases 

as the proportion of training data grows. At the 10:90 split ratio, the model’s accuracy is relatively 

low, around 0.77. However, as the amount of training data increases, the accuracy also improves 

significantly. A notable increase is observed up to the 70:30 ratio, where accuracy approaches 

92%. Beyond this point, the accuracy growth slows down and tends to stabilize at around 92% for 

the 80:20 to 90:10 ratios. This pattern indicates that having more training data significantly 

contributes to improving model performance, especially in the early stages. However, after a 

certain point, adding more training data yields diminishing returns in terms of accuracy 

improvement[22] 

 

3.1.2 Model Performance Based on Precision, Recall, and F1-Score 

  

 

(Figure 2) illustrates the relationship 

between the data split ratio 

(training:testing) and the F1-Score in 

a machine learning model. In this 

graph, the X-axis (horizontal) 

represents the data split ratio 

between training and testing, while 

the Y-axis (vertical) displays the F1-

Score, which serves as a performance 

evaluation metric for classification 

models[23]. 

Based on the graph, it can be seen that when the proportion of training data is low, the F1-Score also 

tends to be low. This indicates that the model is unable to learn effectively due to the limited 

amount of training data. As the proportion of training data increases, the F1-Score significantly 

improves, indicating better model performance in terms of classification, with a more balanced 

precision and recall. 

However, after reaching a certain training ratio, the improvement in F1-Score begins to slow 

down and eventually stabilizes. This phenomenon suggests that adding a large amount of training 

data does not always result in a significant improvement in model performance. 

From this pattern, it can be concluded that there is an optimal point in the data split between 

training and testing. If too little data is used for training, the model’s performance will be poor. 

Conversely, if too much data is allocated for training, the additional benefits gained become 

increasingly marginal and disproportionate to the improvement in model performance. 

 

 

 

 

 

Figure 2.   

Accuracy_Vs-

Split_Ratio 

 

 

 

 

 

 

 

Figure 3.   

F1_Score_Vs_Split_Rati
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(Figure 3) ilustrates the relationship 

between the data split ratio (training: 

testing) and the precision score of a 

machine learning model. The graph 

reveals that with a smaller proportion 

of training data, the model struggles to 

make accurate positive predictions, 

resulting in low precision scores. As the 

amount of training data increases, the 

precision score improves significantly, 

indicating the model’s growing ability 

to recognize data patterns and make 

accurate classifications. However, after reaching a training ratio of approximately 70:30, the 

improvement in precision begins to slow down and eventually stabilizes. This indicates that 

beyond a certain point, adding more training data no longer provides substantial benefits to 

model performance[24]. Therefore, an optimal split ratio exists where the model learns 

effectively without unnecessary use of additional training data. 

 

 

(Figure 4 illustrates the relationship 

between the training-to-testing data 

split and the recall score of a machine 

learning model. The recall score 

improves as the proportion of 

training data increases, indicating 

that the model becomes more 

effective at identifying relevant 

instances. However, after reaching a 

split of around 70:30, the 

improvement in recall slows down 

and eventually plateaus[25]. This suggests that adding more training data beyond this point 

yields minimal benefits. Therefore, finding an optimal balance in the data split is essential—too 

little training data leads to underperformance, while too much offers only limited additional 

value. This insight is important for making efficient use of available data during model 

development[26]. 

3.2. Create a Discussion (b) 
This study aims to develop a text classification model to distinguish between Lamaholot 

and Kedang languages using the Naive Bayes algorithm and TF-IDF feature extraction. With a 

total of 2000 data samples, consisting of 1000 texts from each language, the model is expected 

to achieve a minimum accuracy of 90% as an indicator of good performance, particularly 

considering the balanced class distribution and linguistic complexity of both languages. The 

experimental results show that the model’s accuracy increases as the proportion of training data 

increases. At a training-to-testing ratio of 10:90, the accuracy is still relatively low, around 0.77. 

However, as the training portion increases, the accuracy steadily improves, reaching 

approximately 92% at a 70:30 ratio. Beyond this point, accuracy gains begin to slow down and 

eventually plateau, indicating that adding more training data does not always result in significant 

performance improvement[27]. 

When compared to previous studies using similar algorithms, the results obtained in this 

study are quite competitive. For example, the study by [28], which applied Naive Bayes and TF-

IDF for sentiment analysis on YouTube comments, reported an average accuracy of 91.8%. 

Meanwhile, studies by [29] and [30] showed lower accuracy rates of 79% and 61%, respectively. 

 

 

 

 

 

 

Figure 4.   

Precision_Vs-

Split_Ratio 

 

 

 

 

 

 

 

Figure 5.   
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This comparison suggests that model effectiveness is highly influenced by the data context and 

preprocessing techniques used. The present study demonstrates that with a sufficient amount 

of data and appropriate feature representation, a Naive Bayes-based model can perform very 

well, even in the context of local languages that share similar structures and vocabulary. 

Despite the high level of accuracy achieved, several challenges need to be addressed. One 

key issue is misclassification caused by linguistic similarities between Lamaholot and Kedang, 

which makes it difficult for the model to distinguish between some texts with similar sentence 

structures or contexts. This challenge presents opportunities for future model development, 

such as incorporating semantic-based feature representations like word embeddings or applying 

deep learning classification techniques to capture more complex linguistic nuances[31]. 

The overall performance of the model is considered stable based on other evaluation 

metrics such as precision, recall, and F1-score, which indicate that the model maintains a 

balanced ability to recognize both classes. These findings reinforce the effectiveness of the Naive 

Bayes and TF-IDF approach for text classification, including in the context of regional languages 

that have been underexplored in natural language processing (NLP) research. Furthermore, this 

study opens avenues for further development, whether in terms of methodological 

enhancements, dataset expansion, or broader application to other dialects or languages with 

similar characteristics. These findings provide a valuable initial contribution to the advancement 

of NLP technologies for local languages in Indonesia. 

 

4. Conclusion 
Based on the available dataset, which consists of 2000 data points, with 1000 data points in 

Lamaholot language and 1000 data points in Kedang language, this study expects the model to 

achieve a sufficiently high accuracy level to demonstrate its ability to distinguish between 

Kedang and Lamaholot texts. The desired accuracy is at least 90%, considering the dataset's 

complexity and the class distribution used. This indicates the relationship between the split ratio 

(Training: Testing) and the accuracy of a machine learning model. The X-axis (Horizontal) 

represents the data split ratio for training and testing, for example, 10:90, 20:80, up to 90:10. 

This indicates what percentage of the data is used for training and testing. 

The Y-axis (Vertical) shows the model's accuracy across various split ratios. As the ratio 

increases, the model's performance improves. The pattern shows that accuracy increases as the 

proportion of training data increases. At a 10:90 ratio, the accuracy is still low (~0.77), but the 

accuracy continues to rise until around a 70:30 ratio, approaching 92%. After that, the 

improvement becomes slower and eventually stabilizes at around 92%. 

Based on the results of the study, the Naive Bayes algorithm with TF-IDF features was able 

to classify texts in Kedang and Lamaholot languages with a satisfactory level of accuracy. The 

model showed stable performance based on evaluation metrics such as precision, recall, and F1-

score. However, some challenges were identified, such as prediction errors caused by the 

linguistic similarities between the two languages. This conclusion serves as the foundation for 

model improvements and better development strategies in future research. 
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